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MedVAL
Toward Expert-Level Medical Text Validation with Language Models

MedVAL workflow. A generator LM produces an output -> MedVAL assesses the output
-> assigns a risk grade and determines whether the output is safe for deployment or not.

Framework. 12 physicians assess 840 LM-generated medical text outputs. Using physician 
assessments as reference, we measure the accuracy of LMs in medical text validation.
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Novel Distillation Method

Model ranking. We rank LMs grouped into methods: MedVAL models achieve SOTA performance.

Benchmarking Results

Representative example of validation of LM-generated medical text by 1) the physician, and 2) 
MedVAL (GPT-4o). We observe that MedVAL demonstrates full agreement with the physician.

Real-World Example
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