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About Me

• Research Scientist at Stanford University

• Lab: Machine Intelligence for Medical Imaging (MIMI)

• Advisor: Akshay Chaudhari

• Passionate about developing machine learning algorithms for 

healthcare applications

• Research Interests:

• Machine Learning

• Foundation Models

• Healthcare
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Plan for Today

Scalable optimization of LMs for healthcare tasks

Adapting language models (LMs) for hospital discharge summarization
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1. Adapting LMs for 
hospital discharge 
summarization



T E X A S E N G I N E E R I N G 

Motivation
1. Health Care providers at One Medical need to manually look through hundreds of clinical 

documents

2. Surfacing the most relevant clinical data can be accomplished with text summarization

3. This can allow for better health outcomes as it helps providers:
a. Save valuable time
b. Build a deeper connection with patients

Published in JAMIA

https://academic.oup.com/jamia/advance-article-abstract/doi/10.1093/jamia/ocae312/7934937


T E X A S E N G I N E E R I N G MIMIC-IV-BHC - Sample



T E X A S E N G I N E E R I N G MIMIC-IV-BHC - Sample



T E X A S E N G I N E E R I N G 

1. A curated collection of preprocessed and labeled clinical notes derived from the MIMIC-IV-Note 
database. 

2. To facilitate development and training of machine learning models focused on summarizing brief 
hospital courses (BHC)

3. 270,033 meticulously cleaned and standardized clinical notes containing an average token length 
of 2,267

4. Preprocessing pipeline employed uses regular expressions to address common issues in the raw 
clinical text

Published on PhysioNet

https://doi.org/10.13026/fh2q-4148


T E X A S E N G I N E E R I N G 

Pipeline



T E X A S E N G I N E E R I N G 

Pipeline



T E X A S E N G I N E E R I N G 

Pipeline



T E X A S E N G I N E E R I N G 

Pipeline



T E X A S E N G I N E E R I N G Overview of Adaptation Methods



T E X A S E N G I N E E R I N G Overview of Adaptation Methods



T E X A S E N G I N E E R I N G 



T E X A S E N G I N E E R I N G 



T E X A S E N G I N E E R I N G Context Length Analysis
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T E X A S E N G I N E E R I N G 



T E X A S E N G I N E E R I N G 



T E X A S E N G I N E E R I N G 

Summarization Example



T E X A S E N G I N E E R I N G 

Summarization Example
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Summarization Example



T E X A S E N G I N E E R I N G 

Summarization Example



T E X A S E N G I N E E R I N G 

Summarization Example



1. Adapted open-source models can match the quality of clinician-written summaries

2. Adapted proprietary models can outperform the quality of clinician-written summaries

3. Adapted LLMs for summarization have the potential to:
a. streamline documentation
b. reduce errors
c. enhance clinical workflows
d. improve patient safety

T E X A S E N G I N E E R I N G 

Conclusions
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2. Scalable 
optimization of 
language models for 
healthcare tasks



• Language models (LMs) have significantly advanced natural language processing capabilities

• Their deployment is often constrained by the necessity for extensive fine-tuning

• Goal: Enhance LM performance through refined prompt engineering without necessitating model 
fine-tuning

 

• Plan: Systematically evaluate prompt engineering techniques across:
• a variety of healthcare tasks
• open-source and closed-source LMs

Motivation



• Declarative Self-improving Python

https://dspy.ai/

• A framework for algorithmically optimizing prompts and LM weights

• Developed by the Stanford NLP Group

Introducing DSPy

https://dspy.ai/
https://nlp.stanford.edu/


DSPy Optimizers

1. "give examples within prompt": BootstrapFewShot

2. "tune the instructions": OPRO

3. "tune the instructions + examples in prompt": MIPROv2

References:
1. Opsahl-Ong, Krista, et al. "Optimizing instructions and demonstrations for multi-stage language model programs." arXiv preprint arXiv:2406.11695 (2024).
2. Khattab, Omar, et al. "Dspy: Compiling declarative language model calls into self-improving pipelines." arXiv preprint arXiv:2310.03714 (2023).



"give examples within prompt": 
BootstrapFewShot

1. Randomly sample examples from your training set
2. If the output from the program is correct for this example, it is kept as a valid few-shot
3. Try more examples until curated a specified amount of few-shot example candidates.

References:
1. Opsahl-Ong, Krista, et al. "Optimizing instructions and demonstrations for multi-stage language model programs." arXiv preprint arXiv:2406.11695 (2024).
2. Khattab, Omar, et al. "Dspy: Compiling declarative language model calls into self-improving pipelines." arXiv preprint arXiv:2310.03714 (2023).



1. Propose instruction candidates for each predictor in the program. 
a. It bootstraps & summarizes relevant information about the task to propose instructions

2. The instruction proposer includes
a. a generated summary of properties of the training dataset
b. a generated summary of your LM program's code and the specific predictor
c. previously bootstrapped few-shot examples to show reference inputs / outputs
d. a randomly sampled tip for generation (i.e. "be creative", "be concise", etc.)

"tune the instructions": OPRO

References:
1. Opsahl-Ong, Krista, et al. "Optimizing instructions and demonstrations for multi-stage language model programs." arXiv preprint arXiv:2406.11695 (2024).
2. Khattab, Omar, et al. "Dspy: Compiling declarative language model calls into self-improving pipelines." arXiv preprint arXiv:2310.03714 (2023).



"tune the instructions + examples in prompt": 
MIPROv2

1. Bootstrap Few-Shot Examples: BootstrapFewShot
2. Propose Instruction Candidates: OPRO
3. Find an Optimized Combination of Few-Shot Examples & Instructions

References:
1. Opsahl-Ong, Krista, et al. "Optimizing instructions and demonstrations for multi-stage language model programs." arXiv preprint arXiv:2406.11695 (2024).
2. Khattab, Omar, et al. "Dspy: Compiling declarative language model calls into self-improving pipelines." arXiv preprint arXiv:2310.03714 (2023).



References:
1. MedQA Public Leaderboard

• With DSPy optimizers, we were able to exceed accuracy performance on the MedQA public leaderboard:
• gpt-4o-mini 72.4% -> 79.3%
• llama3.1-8b 62.6% -> 66.7%

Preliminary Results

https://www.vals.ai/benchmarks/medqa-01-30-2025


Thank You
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